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ABSTRACT

Applications using Virtual Environments (VE) are becoming increas-
ingly popular due to greater computational capacity and improve-
ments in graphics processing units and tracking devices. As a result,
much research has been carried out on various aspects of VEs, in-
cluding the input devices that can be used to navigate scenes when
physical movement is not permitted. Here, we test whether imple-
menting a neural network to assist users avoid collisions with virtual
obstacles, can benefit the navigation experience. Our hypothesis was
that users with no gaming experience in particular, would appreciate
the assistance of the neural network in navigation. However, our
pilot data suggest the exact opposite: participants with video game
experience liked the assisted navigation more than participants with
no video game experience.

Index Terms: Human-automation navigation—Assisted
navigation—Newral networks—Autonomous navigation;

1 INTRODUCTION

Until recently, interactive virtual environments (VE) were popular
only in specific domains such as that of Computer Games. How-
ever, the improved performance and rendering capabilities of many
consumer level devices (e.g., mobile devices), coupled with lower
hardware costs, have made VEs popular in applications that go be-
yond gaming. With the popularization of VEs in devices, an appeal
for new applications has emerged. Applications now range from
architecture portfolios to applications for clinical interventions and
cognitive training. A common theme in many of these VE applica-
tions is that the user must navigate the depicted environment.

In this paper, we focus on solutions that aim to help users who
are not acquainted with traditional controllers such as joysticks or
game pads. Specifically, we test a neural networks (NN)-assisted
point and click navigation system that allows users to virtually ex-
plore buildings and houses, such as the ones found in architectural
portfolios. The NN is responsible to help the user navigate towards
the intended goal while at the same time avoiding collisions with
obstacles such as furniture, walls and pillars. The idea is that such
assisted navigation would improve the user’s experience, by remov-
ing the need to carry out demanding obstacle avoidance. Although
our system was initially designed for autonomous character naviga-
tion, in the pilot study we carried out we expected would ease the
navigation experience of users initiating the movement themselves.
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The hypothesis explored was that users with no prior experience in
navigating VEs (i.e., non-gamers) would find it easier to navigate
with NN assistance than without it.

Although there are other algorithms for local navigation, such
as ORCA [16] and RVO [14], we propose the use of NNs in this
approach to develop a framework that is able to learn from human
expertise. The data collected for the NN training is generated by a
human user navigating the virtual environment. With this approach,
we are able learn from human expertise, and apply the learned
pattern for user assistance. This framework, applied here for virtual
navigation, could be further extended for other specific tasks.

In Section 2 we discuss related work in neural network navigation
in virtual environments and robots. In Section 3 we describe our
method. Section 3.1 presents the NN topology used for this work,
Section 3.2 describes the training process and Section 3.3 explains
how we generated data for the training of the neural network. Section
4 presents the scenario used for the studies performed. In Section 5
we describe the pilot study we performed to evaluate our work and
in Section 6 the results we obtained. Finally, Section 7 discusses
possible new directions for the current research.

2 RELATED WORK

Autonomous, collision-free navigation for virtual agents is a problem
that has challenged scientists for a long time. Crowd simulation
researchers have proposed many approaches, from the seminal work
by Reynolds on flocks and herds [13], to Helbing’s Social Forces [3],
to hierarchical and ruled approaches [2, 9] and geometrical and
psychological approaches such as HiDAC [11], ORCA [16] and
recently RVO [14]. All of these algorithms rely on geometric and
empirical approaches.

Recently, many methods relying on Neural Networks and Deep
Learning have been introduced to navigate both virtual agents and
robots in the real world. For the virtual agents, some approaches
use NNs to autonomously navigate dynamic VE in a collision-free
manner [15], [4], [7]. Also, relying on sensor inputs, the navigation
of land vehicles such as ALVINN [12] and robots [10], [6], [8], [5]
has been described in the literature. Finally and most related to this
work, NN have already been used for navigation assistance purposes
in a human-automation collaboration framework [1].

Although our model was originally designed for autonomous
agent navigation in dynamically changing environments, in the
present research we test its suitability for assisting user navigation in
VE. Specifically, we test whether it would make VE navigation easier
for users who are not experts with navigating VEs using traditional
controllers such as joysticks or game pads.

3 METHODOLOGY

This section starts by presenting the methodology we used to gener-
ate the data for training the NN. Then we describe the topology of
the NN used in our experiment and training algorithms. As already
mentioned, although here we use this NN to assist user navigation in



Figure 1: Neural networks and their role in agents behaviour.

a VE, this topology was first conceived for autonomous navigation
of virtual agents.

3.1 The Neural Networks Architecture

In our approach we use 3 neural networks to solve the problem
of collision avoidance as shown in Figure 1. We use one NN for
determining the absolute value of steering angle the agent should use,
one NN for the sign of the steering applied (i.e., negative or positive
for left or right respectively) and one NN for deciding acceleration
(one) or deceleration (zero).

3.1.1 Absolute Steering NN Topology

We used 3 hidden layers that have 300 neurons, 200 neurons and 100
neurons respectively with dropout layers between each of them and
one between the last hidden layer and the output layer. The dropout
rates are 0.8, 0.6, and 0.5 respectively. The output layer has one
node for the steering value. The three hidden layers use the RELU
activation function and the output layer uses the sigmoid function.
This output is in the [0,1] range; we scale it back and combine it
with the sign predicted by the other NN to get the correct rotation.

3.1.2 Acceleration and Sign NNs Topology

Both decisions for acceleration and the sign of the steering value
use the same topology. For this aspect of our system we used 2
hidden layers that have 400 and 200 nodes respectively with dropout
layers between them with 0.6 and 0.5 dropout rates respectively.
The output has one node for the respective prediction. The hidden
layers use the RELU activation function and the output uses sigmoid
activation function.

3.2 Training Algorithms

For both the absolute steering and the acceleration sign NNs, we
decided empirically to use the ADAM optimization algorithm with
default parameters provided from Keras library. For our loss func-
tions we used Mean Squared Error for the absolute steering NN and
Binary Cross Entropy for the acceleration sign NN.

3.3 Data generation

A crucial aspect of training neural networks is having good data.
With that in mind, data was created using human-computer interac-
tion. A dynamic environment was created where the user controls
a character. The user aims to reach a goal avoiding obstacles that
spawn in front and around him/her while the environment gets more
and more difficult over time. The data describing these dynamics
are then recorded and used for NN training.

During this process, 331 features were extracted and associated
with 2 outputs. The features consists of the combination of 3 distance
vectors, each of which measuring the distance from the agent to
the closest obstacle in various directions. Every measurement is a
straight line in a given angle with maximum distance of 6 meters.
There are 36 angular intervals (directions) within a 180o ahead of
the agent as depicted in Figure 2 for each one of the three distance
vectors. The first of the three vectors measures angles relative to
agent’s orientation shown in Figure 2(a). This way it detects the
obstacles in the agent’s path/moving direction. This results in a
vector with 36 floating point values that represents the distance in
meters to the closest object in that direction in an [0,6] interval.

The second vector, depicted in Figure 2(b), measures distances
in a similar manner; the only difference is that while the first vector
looks in front of the agent according to agent’s orientation, the
second vector looks towards the goal direction. In total, 72 features
are measured by these two vectors.

Like the second vector, the third vector measures the same angles,
computed relative to the goal direction from the agent’s current
position analogue to the second vector, as depicted in Figure 2(c).
Thus, it detects obstacles that are present between the agent and its
desired goal. Notably, this third vector is binary. That is, it obtains
the value TRUE, if there is an obstacle in a given direction and
FALSE if not. Furthermore, since obstacles that are not straight in
the path between the agent and the goal do not impair the agent to
reach the goal, this third semicircle (or ellipse) is narrowed according
to Equation 1. That is, if there is a hit, the coordinates given by
(x,y) must satisfy the conditions in Equation 1 to be a valid hit.
The width of the ellipse is given by W and is arbitrarily given a
value that is slightly greater than the agent’s diameter. Some values
were empirically tested for W , without much difference across tests.
So, for an agent diameter of 0.123 meters, we choose to apply
W = 0.15m. The distance D represents the scalar distance from the
agent to the goal.

f (x,y) =
{

1 if x2

W 2 +
y2

D2 ≤ 1
0 otherwise.

. (1)

The bit-vector mentioned above helps the NN understand that it
can follow its goal even though there are imminent collisions behind
the goal or around the goal but not between the agent and the goal,
i.e., the path to the goal is clear. Good results can be obtained without
the bit-vector as well but more training data are required. With this
third vector, we have a total of 108 features. On top of that, we
measure the scalar distance from the agent to the goal, considering a
maximum distance of 8 meters, beyond which the agent is blind. We
include distance to goal in our data because people have different
behaviour when they are near or far away from their goal. Besides
the distance, the angle between the agent orientation and the goal
direction is also measured, helping the NN to orient itself towards
the goal, summing up to 110 features. We keep track of all those
features for the current frame and the past two frames (first and
second derivatives), summing a total of 330 features. Finally, the
last feature is TRUE if the goal is directly visible by the agent at any
angle, and FALSE if the goal is not visible. This is the last of the
331 features acquired to train the NN.

For our output we decided to take the users module of steering
provided by the mouse X position on the screen resulting to values



Figure 2: Measurement of obstacles’ distances to generate the fea-
tures.

Figure 3: Screen shot of the experiments used for evaluate the usabil-
ity of our navigation assistant.

[−0.53,0.53], −0.53 meaning left, ZERO meaning neutral (straight
ahead) and 0.53 meaning right. We also have one discrete output
indicating whether the user is accelerating (zero) or decelerating
(one). All features (inputs and outputs) were collected for 75 thou-
sand frames of user-driven steering, resulting in around 120MB of
training data.

3.4 Technical details

It is very important to note some details of the implementation. Our
data was generated with constant 50fps. During preprocessing we
generated two outputs from the user steering inputs. The first one is
the absolute value of steering which was normalized afterwards to
[0,1] and the second one is the sign of the value. These two outputs
were used with their respective NN for training. When computing
the NN predictions, we scale back the predicted value of absolute
steering and combine it with the predicted sign, using a 0.5 threshold.
The resulting steering value should be multiplied by a constant value
of 300. Moreover, the speed of an agent should be 0 ≤ speed ≤ 4.
Another important aspect of the data used is that the angle to the
goal should be thresholded as −90 ≤ angle ≤ 90 and the resulting
angle is taken in consideration to build the goal dependent features.

4 SCENARIO CONSTRUCTION

To evaluate the usability of our NN in assisting user navigation in a
virtual environment, we used a virtual model of the RISE Research
Centre headquarters (http://www.rise.org.cy). Figure 3 shows the
avatar navigating the virtual environment controlled by the user and
assisted by our NN.

The camera rotates along the vertical axis using the mouse X axis
(left and right). While the user presses the left mouse button the
avatar will moves and stops when the button is released. Notably, it
only moves to the direction of the camera, and if an obstacle is in the
way, the avatar tries to dodge it according to the NN predictions. This
action does not change the camera direction, although it changes the
avatar’s orientation and trajectory.

Figure 4: Trajectories of the participants during experiments with (left)
and without (right) the neural network assistance.

Table 1: Trajectories distances: average and standard deviation.

Average Std. Deviation

With NN 161.4582 23.4751
Without NN 152.3371 15.1463

5 MODEL EVALUATION

To evaluate the usability of our NN as an assistant to navigation,
we performed three runs in the described environment for each
participant. The first run was without the NN assistance, and was
meant as practice for the user, allowing her/him to get used to the
avatar movements and the task. This took about one minute and no
data were collected.

For the next two runs the participants were asked to navigate in
the virtual environment and reach a predefined sequence of goals.
The sequence was always the same for all participants. We defined
the goals in positions that required the participant to dodge couches,
tables, and pillars in the environment. One of those runs was per-
formed with the NN assistance, and the other run was performed
without the NN assistance. The order of those runs was counter-
balanced across participants. Example of trajectories are shown
in Figure 4, where the green dots represents the positions of the
predefined goals.

We ran 16 participants (8 females) in this task. After they carried
out the two trials, participants were asked to fill out a question-
naire in which they indicated how often they engage in playing
video/computer games on a scale from 1 to 5 (1=never, 5=more
than 10 hours per week). This allowed us to identify how familiar
participants were with controlling virtual characters in a VE. The
questionnaire also asked them to indicate how hard they thought
the navigation in each trial was on a scale from 1 to 5 (1=very
easy, 5=very hard). Finally, we asked the participants to comment
generally on the trials they carried out.

6 RESULTS OBTAINED

We performed a t-test to compare data for the two types of trial
(Table 2), although with a small sample and just two trials per
participant, we did not anticipate a reliable output. Indeed, although
there was no statistical difference in the usability difficulty across
the two types of trial, numerically the navigation with NN assistance
was rated as slightly more difficult than the navigations without
NN assistance. The average distance and standard deviation of
participants trajectories are shown in Table 1. It is possible to notice
that, in average, the participants travelled longer distances with the
NN-assistance than without it.

To take into account the potential mediating effect of familiarity
with VE navigation, we examined the difficulty scores separately for
participants with and without gaming experience. Descriptive statis-
tics are presented in Table 3. As evident from Table 3 the pattern
of results was different for participants with and without gaming
experience (although the differences were not statistically reliable
in an Analysis of Variance we carried out). While participants with



Table 2: T-Test analysis.

NN Nr. Mean SD SE

yes 16 2.125 1.025 0.256
no 16 1.938 0.854 0.213

Table 3: ANOVA analysis.

Play NN Mean Std. Error

Never yes 2.429 0.386
no 1.714 0.324

Play yes 1.889 0.340
no 2.111 0.286

gaming experience found it easier to navigate with the NN than with-
out, the opposite was the case for those with no gaming experience.
Although an interesting finding, this contradicts our hypothesis that
people not familiar with using joysticks and game pads to move in
VEs would find the NN assistance beneficial. One possible explana-
tion for this, supported by comments provided by our participants, is
that these participants find the NN assistance as interfering with their
control actions. In contrast, those participants who were familiar
with video games and virtual environments seemed to grasp more
quickly the role of the NN in the avatar movement and appreciate its
contribution.

It should be emphasized that the experiment performed here is
only a preliminary attempt to test the usability of the NN system.
With the input we received from the participants we can implement
improvements in the system (e.g., make the goals more distinguish-
able from the environment, include more obstacles) before we test
its usability again with more trials and participants. Perhaps making
navigation harder by adding further could make the NN assistance
more relevant. Alternatively, it could be that such assistance systems
are not suited beyond autonomous settings. Perhaps taking away
the sense of control from the users who are supposed to carry out
navigation themselves, increase than decreases the difficulty and
acceptability of the assistance. This hypothesis will be examined in
our future research.

7 FUTURE WORK

For future work we expect to improve the existing scenario and test
it with more participants and trials. We will add more obstacles
and friction so the avatar can get stuck on obstacles. We will also
examine the influence of participants’ sense of control and also test
a version in which the model does not have priority over the user
control. Finally, we intend to train our system with data acquired
from other expert users to examine the effect of different navigation
styles on the users’ experience.
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